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Abstract—Extremely large-scale multiple-input multiple-
output (XL-MIMO) is considered as a key technology for future
6G communications. To realize effective precoding, channel
estimation schemes are essential to acquire precise channel state
information (CSI), while most existing schemes work relying
on the spatial stationary assumption. However, in XL-MIMO
systems, the spatial non-stationary effect naturally exists. Such
an effect can hardly be recognized by most existing channel
estimation schemes, leading to a severe accuracy loss of channel
estimation. In order to deal with this problem, we study the
spatial non-stationary channel estimation in XL-MIMO systems
in this paper. Specifically, the spatial non-stationary channel
in an XL-MIMO system is converted to a series of spatial
stationary channels by a proposed group time block code
(GTBC) based signal extraction scheme. The key idea is to
artificially create the time-domain relevance of non-stationary
effect, which brings XL-MIMO the ability to recognize such
effect in the space domain. Based on the extracted signals, an
on-grid GTBC-based polar-domain simultaneous orthogonal
matching pursuit (GP-SOMP) algorithm and an off-grid GTBC-
based polar-domain simultaneous iterative gridless weighted
(GP-SIGW) algorithm are proposed to effectively estimate the
non-stationary channel. Then, analyses of the time complexity
and performances of the above two algorithms are carried out
and the Cramér-Rao lower bound is derived. Finally, numerical
results reveal that the proposed algorithms can recognize the
spatial non-stationary effect and realize a much more accurate
channel estimation than existing schemes.

Index Terms—Spatial non-stationary, XL-MIMO, channel es-
timation, hybrid precoding.

I. INTRODUCTION

To meet the ever-growing demand on communication ca-
pacity in 6G networks, the dimension of wireless signals in
both spatial and frequency domains are increasing rapidly [1].
In the spatial domain, massive multiple-input-multiple-output
(mMIMO) is evolving to extremely large-scale MIMO (XL-
MIMO) from 5G to 6G. With a much larger antenna number,
the XL-MIMO embraces 10-fold increase in spectral effi-
ciency [2]. Meanwhile, the operating frequency also climbs
from sub-6G to millimeter-wave (mmWave) and terahertz
(THz) bands in order to enjoy richer spectral resources [3].
Because of the small wavelength, the size of high-frequency
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antennas is small accordingly, and several high-gain arrays
at high frequency have been designed [4], [5]. As a con-
sequence, the integration of XL-MIMO and high-frequency
communications is natural and has been acknowledged as a
key technology for future 6G communications.

In high-frequency communications, hybrid precoding archi-
tecture is utilized to reduce the high power consumption of
the radio-frequency (RF) chain [6], which is the same as the
current 5G mmWave massive MIMO [7]. In order to realize
efficient hybrid precoding, accurate channel state information
(CSI) is necessary. However, in hybrid precoding XL-MIMO,
the size of channel matrix is much larger than the number of
RF chains, so the signals at each antenna cannot be received
by the BS respectively [8], which will lead to an unacceptable
pilot overhead in XL-MIMO communicaton systems.

A. Prior Works

To realize a low-overhead channel estimation, several algo-
rithms based on compressive sensing (CS) have been studied
by exploiting the channel sparsity of high-frequency com-
munication systems [9]–[23]. Specifically, the angular-domain
sparsity of far-field channels was exploited by OMP based
algorithms in massive MIMO systems. By conducting Fourier
transform, the channel could be transformed into the angular-
domain [9]–[11]. These algorithms hold a common on-grid
assumption, which states that the angles of departures (AoDs)
and the angles of arrivals (AoAs) lie in discrete sampling
points in the angular domain. This assumption limited the
channel estimation accuracy since most of the AoDs/AoAs
might not lie exactly in the sampling points in real systems.
To solve these problems, several off-grid algorithms were
proposed in [12]–[15] to fine-tune the estimated AoAs and
AoDs through optimization methods. Another category of
channel estimation technologies focus on the paradigm shift
of electromagnetic field structure in XL-MIMO systems. With
the increase of antenna number in XL-MIMO systems, many
receivers may locate in the near-field region of the electro-
magnetic field [24]. For example, in a communication system
with the carrier frequency being 28 GHz, the Rayleigh distance
is up to 187 meters when the array aperture is 1m [25]. In
this case, spherical wavefront, which accounted for both the
distance and the angle between the scatterer and BS, should
be considered in the channel model. As indicated in [16],
the spherical wavefront of the near-field channel destroys
the angular-domain sparsity widely exploited in [12]–[15].
In order to catch the sparsity in near-field channels, [17]
represented the near-field channel sparsely in the polar domain,
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which utilized the distance and angular information at the
same time. Based on the polar-domain representation, [17]
studied the on-grid algorithm called P-SOMP and the off-grid
algorithm called P-SIGW to recover the near-field channel
accurately, which are also adaptive to far-field channels. To
reduce the complexity of the polar-domain dictionary, authors
in [18], [19] exploited the spatial information in the near
field, based on which the corresponding channel estimation
schemes were studied to acquire a higher channel estimation
accuracy.Authors in [20], [21] further took the near-field
beam split effect in wideband systems into consideration and
studied the accurate wideband channel estimation schemes
in wideband near-field scenarios.In addition, the hybrid field,
where both far-field and near-field exist simultaneously, was
considered in [22], [23], and the correponding OMP based
channel estimation schemes were studied.

The above channel estimation algorithms all assumed that
the channel is spatial stationary, i.e., all BS’s antennas are
visible to the same scatterers and users. However, as the scale
of antenna array increases in XL-MIMO systems, different
regions of the array are possibly visible to totally different
scatterers or users, which could be described by the visibility
regions (VR) [26]. As a result, the channel estimation accuracy
will dramatically decrease since the spatial non-stationarity of
the channel cannot be captured by traditional algorithms. To
handle the spatial non-stationarity in XL-MIMO systems, sev-
eral schemes have been studied [27]–[33]. Specifically, [27],
[28] studied a sub-array-wise channel estimation algorithm,
where the antenna array was divided into several sub-arrays
first, with each sub-array being spatial stationary. Then, the
OMP algorithm was applied to each sub-array and recover
the corresponding channel. In order to recognize the VR
corresponding to each scatterer more efficiently, [29] studied a
YOLO based algorithm to estimate the sub-arrays belonging to
each scatterer. In addition, authors in [30], [31] estimated the
spatial non-stationary channel effectively based on the expec-
tation maximization and expectation propagation, respectively.
Furthermore, [32], [33] captured the specific structure of XL-
MIMO such as the common sparsity in the antenna domain
and studied the Bayesian based channel estimation algorithms
to estimate the spatial non-stationary channel. The above
schemes have one thing in common. Though the channel is
spatial non-stationary for the whole antenna array, the channel
corresponding to a part of the antenna array (i.e., a sub-array)
is treated as spatial stationary. This is also verified by the
measurement in [34].

A common issue of the above method tailored for spatial
non-stationarity is that they are all based on a fully digital
precoding structure, where the received signal has the same
dimension as the channel. This setting makes it easy to analyze
the received signals of different sub-arrays independently.
Unfortunately, in practical XL-MIMO systems, the hybrid
precoding architecture is widely employed. This fact means
that for a certain RF chain, the received signals of all antennas
are mixed together, making it difficult to decouple the received
signal of a certain sub-array. Therefore, existing schemes
cannot be applied in hybrid precoding XL-MIMO systems.
As far as we know, the channel estimation considering spatial

non-stationarity in hybrid precoding XL-MIMO systems has
not been studied in the literature, which is a big challenge in
future communications.

B. Our Contributions
To fill in this gap, in this paper, we study the spatial non-

stationary channel estimation for both far-field and near-field
scenarios in XL-MIMO systems with hybrid precoding struc-
ture, which is realized by a group time block code (GTBC)
based signal extraction scheme. Specifically, the contribution
of this paper can be summarized as follows.

• Firstly, we show that the problem of estimating the
channel of the entire antenna array can be converted into
several sub-problems of estimating the sub-channel with
respect to each sub-array. Though the channel is spatial
non-stationary for the whole antenna array, the channel
with respect to each sub-array can still be considered
as spatial stationary. Thus, for each sub-array, we can
apply several CS based channel estimation algorithms
to recover the corresponding sub-channel with a low
pilot overhead. Based on this, the whole channel can be
recovered by combining all the estimated sub-channels.

• Considering the hybrid precoding structure, the received
signals are the mixture of all BS’s antennas, which makes
it hard to extract the received signals corresponding to
each sub-array for further process. To overcome this
difficulty, we propose a GTBC based signal extraction
scheme, which artificially create the relevance in the time
domain to acquire the ability to recognize the spatial non-
stationarity in the space domain. The proposed scheme
consists of the encoding stage and the decoding stage. At
the encoding stage, the antennas in a spatial stationary
sub-array are packed together as a group. In each time
slot, the combining matrix of the antennas in a group is
changed as a whole according to the designed GTBC
to create the time-domain relevance. This is different
from traditional channel estimation algorithms, where the
combining matrix is generated in a totally random way
in each time slot. Through the above encoding process,
the antennas in each group exhibit consistent behaviors,
which is the foundation of extracting the signals corre-
ponding to each group. At the decoding stage, the original
received signal is combined based on the designed GTBC,
and the received signal corresponding to each sub-array
is extracted for further process.

• Based on the proposed GTBC based signal extraction
scheme and the channel estimation algorithms in [17],
an on-grid GTBC-based polar-domain simultaneous or-
thogonal matching pursuit (GP-SOMP) algorithm and an
off-grid GTBC-based polar-domain simultaneous iterative
gridless weighted (GP-SIGW) algorithm are proposed
to estimate the spatial non-stationary channel efficiently,
which are appliable for both the near-field scenario and
the far-field scenario. In addition, analyses of the perfor-
mance and the computational complexity of the proposed
two algorithms are conducted. Furthermore, the Cramér-
Rao lower bound (CRLB) is derived to assess the effec-
tiveness of the proposed algorithms. Finally, numerical
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Fig. 1. XL-MIMO system with hybrid precoding.

experiments are conducted to reveal the effectiveness of
the proposed algorithms.

C. Organization and Notation

Organization: The remainder of this paper is organized
as follows. In Section II, the system model is introduced,
where the spherical wave propagation effects and the spatial
non-stationary effects in XL-MIMO systems are elaborated.
In Section III, the GTBC based signal extraction scheme is
proposed. In Section IV, we propose an on-grid algorithm
called GP-SOMP and an off-grid algorithm called GP-SIGW,
and the performance and computational complexity analysis
is elaborated. In Section V, we carry out the numerical
experiments, and finally conclusions are drawn in Section VI.

Notation: Vectors and matrices are denoted by lower-case
and upper-case boldface letters; X [i, j] denotes the (i, j)-th
element of the matrix X; X [i, :] and X [:, j] denote the i-
th row and the j-th column of the matrix X; (·)T and (·)H
are the transpose and conjugate transpose, respectively; |·| is
the absolute operator; ∥·∥F is the Frobenius norm operator; ⊙
is the Hadamard product operator; Tr(·) is the trace operator;
CN (µ,Σ) and U(a, b) are the Gaussian distribution with mean
µ and covariance Σ, and the uniform distribution between a
and b, respectively.

II. SYSTEM MODEL

In this paper, we consider an uplink time division duplex-
ing (TDD) based XL-MIMO communication system, which
is illustrated in Fig. 1. A fully-connected hybrid precoding
architecture with NRF RF chains and an N -antenna uniform
linear array (ULA) is equipped at the base station (BS)1. The
antenna spacing of the ULA is d = c

2fc
, where fc is the central

carrier frequency. M subcarriers serve K single antenna users
simultaneously. Since different users utilize orthogonal pilot
sequences during the channel estimation stage [35], an arbi-
trary user is considered in the following sections. Specifically,

1It is worth noting that though we consider the fully-connected hybrid
precoding architecture here, the proposed schemes are also appliable to
partially-connected architectures. In order to apply proposed schemes in such
systems, we only need to consider each RF-chain and the antennas connected
to it as a smaller fully-connected architecture.

𝜃1

𝑟1
(𝑛)

𝑟1

(0, 𝛿𝑛𝑑)

(0, 𝛿𝑚𝑑)

𝜃2

𝑟2

𝑟2
(𝑚)

Υ1

Υ2

y-axis

x-axis

scatterer

user

BS

Fig. 2. The near-field non-stationary channel model with two paths.

the transmit pilot in time slot p at the m-th subcarrier are
denoted by sm,p. Then, the received pilot ym,p ∈ CNRF×1

can be represented as

ym,p = Aphmsm,p +Apnm,p, (1)

where Ap ∈ CNRF×N is the analog combining matrix sat-
isfying the constant modulus constraint |Ap (i, j)| = 1√

N
,

nm,p ∈ CN×1 is the complex Gaussian noise following the
distribution CN

(
0, σ2IN

)
with σ2 being the noise power. We

define the pilot overhead as P . By assuming that sm,p = 1
for all p = 1, 2, ..., P , the overall received pilots at the m-
th subcarrier ym =

[
yT
m,1, ...,y

T
m,P

]T ∈ CPNRF×1 can be
formulated as

ym = Ahm + nm, (2)

where A =
[
AT

1 , ...,A
T
P

]T ∈ CPNRF×N is the overall com-
bining matrix, with the elements randomly selected from H =
1√
N
{−1, 1}, nm =

[
nT
m,1A

T
1 , ...,n

T
m,PA

T
P

]T ∈ CPNRF×1

denotes the effective noise.
In XL-MIMO systems, the channel matrix hm differs from

traditional massive MIMO in two aspects: spherical wave
propagation and spatial non-stationarity. The two aspects are
elaborated in the following two subsections.

A. Spherical Wave Propagation

Rayleigh distance could divide the radiation field of electro-
magnetic into two regions [24], which is defined as Z = 2D2

λc

in terms of the array aperture D and the wavelength of the cen-
tral subcarrier λc. In most literature, planar wave assumption is
applied. In this case, the steering vector accounts for only the
angle, and can be represented as a Fourier vector. Therefore,
the channel exhibits sparsity in its angular domain by applying
a spatial discrete Fourier transform [36]. This sparsity enables
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the application of compressive sensing (CS) based channel
estimation schemes that can recover the channel matrix with a
reduced pilot overhead [9]–[11], [36]–[38]. However, in XL-
MIMO systems, the Rayleigh distance can be up to hundreds
of meters. Therefore, the users are inevitably located in the
range of near-field regions. To describe the channel more
accurately, spherical wave propagation should be considered
in XL-MIMO systems.

Specifically, as illustrated in Fig. 2, considering the spherical
wavefront, the near-field channel model can be formulated
as [39]

h̃m =

√
N

L

L∑
ℓ=1

gℓe
−jkmrℓb (θℓ, rℓ) , (3)

with km = 2πfm
c being the wave number, L being the path

number, and gℓ being the complex path gain, rℓ being the
distance, θℓ being the sine of the physical angle of the ℓ-th
path, respectively. It is worth noting that b (·) is dependent on
both the angle θℓ and the distance rℓ as

b (θℓ, rℓ) =
1√
N

[
e
−jkc

(
r
(1)
ℓ −rℓ

)
, ..., e

−jkc

(
r
(N)
ℓ −rℓ

)]T
,

(4)
with kc =

2π
λc

being the wave number of the central subcarrier
and r

(n)
ℓ being the distance between the l-th scatterer and the

n-th BS antenna, which can be formulated as

r
(n)
ℓ =

√
r2ℓ − 2rℓδndθℓ + δ2nd

2, (5)

with δn = 2n−N−1
2 , n = 1, 2, ..., N . The non-linearity of

the phase of each element in (5) indicates that there is no
sparsity in the angular domain. Fortunately, researchers in [17]
considers both the distance and the angle in the near-field
channel simultaneously to obtain a polar-domain codebook.
This codebook reveals the sparsity of near-field channel, which
enables the application of CS based schemes to recover the
channel matrix with a low pilot overhead.

B. Spatial Non-stationarity

The large array aperture not only causes the change in
wavefront shape, but also brings the spatial non-stationary
effect, as illustrated in Fig. 2. Spatial non-stationary effect
means that different antennas are visible to different scatterers
or users, which is described by the visibility regions (VRs).
Taking the VR of each path into account, the channel model
should be modified based on (3) as

hm =

√
N

L

L∑
ℓ=1

gℓe
−jkmrℓb (θℓ, rℓ)⊙ v (Υℓ) , (6)

where v (·) denotes the mask which selects the antennas
visible to the ℓ-th scatterer, and Υℓ is the indices of antennas
that can see2 the ℓ-th scatterer. Specifically, the n-th element

2Here, the word “see” does not necessarily mean the visual blockage. To be
more rigorous, the word “see” means that the signals from the ℓ-th scatterer
can reach the antenna elements.

of v (Υℓ) is defined as

[v (Υℓ)]n =

{
1, n ∈ Υℓ

0, n /∈ Υℓ

. (7)

As shown by the measurement in [34], though the entire
channel is spatial non-stationary, the sub-channels with respect
to a part of the array (i.e., a sub-array) can be treated as spatial
stationary. Considering an XL-MIMO divided into Ns smaller
sub-arrays, without loss of generality, we assume that N

Ns
is

an integer. The set Υ̃ℓ is introduced to index the sub-arrays
that are visible to the ℓ-th scatter, which is represented as

Υ̃ℓ = {ns,1, ..., ns,L} , (8)

where 1 ≤ ns,i ≤ Ns denotes the index of sub-array. Then,
(7) can be further represented as

[v (Υℓ)]n =

{
1,

⌈
nNs

N

⌉
∈ Υ̃ℓ

0, else
. (9)

The mask vector v (·) brings new challenge to the channel
estimation since traditional CS based schemes, with the basis
vector being the Fourier vector or Polar-domain vector, all
imply the assumption of spatial stationary. The mismatch of
the basis vector causes a non-negligible performance loss in
XL-MIMO systems.

III. PROPOSED GTBC BASED SIGNAL EXTRACTION
SCHEME

To realize accurate channel estimation in spatial non-
stationary XL-MIMO systems, we can divide the entire an-
tenna array into several sub-arrays. We divide the antennas
in the same sub-array into a group. Since the size of a sub-
array is much smaller than the entire antenna array, the sub-
channel can be treated as spatial stationary. In this section, we
will propose a group time block code (GTBC) based signal
extraction scheme to extract the received signal with respect
to each sub-array.

A. Encoding Stage

In this subsection, we introduce the encoding stage based on
the GTBC, where the combining matrix of the antennas in a
group is changed as a whole in different time slots based on the
GTBC. Existing schemes considering spatial non-stationarity
all assumed that the received signals have the same dimension
as the channel. In this case, the extraction of the received signal
with respect to each sub-array is trivial. However, in XL-
MIMO hybrid precoding systems, the number of RF chains is
far smaller than that of BS antennas, and the received signals
of each RF chain is merely the mixture of the received signal
of all BS antennas. This makes it challenging to decouple the
the received signal with respect to each sub-array. The main
reason of the above challenge is that in traditional channel
estimation procedure in hybrid precoding systems, for a certain
RF chain, the analog combining matrices in different time
slots are all randomly generated. This makes the received
signals of different time slots independent from each other.
The independence in the time domain sacrifies the ability
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of decouple signals of different antenna groups in the space
domain. In order to exploit the received signals of different
time slots to acquire the received signal with respect to each
sub-array, we need to artificially create the relevance in the
time domain based on the GTBC.

We consider the received signal of the i-th RF chain, 1 ≤
i ≤ NRF. In the p-th time slot, the received signal of the m-th
subcarrier can be formulated as

ym,p,i = Ap [i, :]hmsm,p +Ap [i, :]nm,p. (10)

To further simplify the expression, the indices of the RF chains
are omitted, and (10) can be rewritten as

ym,p = Aphmsm,p +Apnm,p. (11)

We start from a simple case with the XL-MIMO divided into
two sub-arrays. To describe the sub-channels corresponding to
the two sub-arrays more clearly, A and hm are divided into
two parts and (11) is further represented as

ym,p =
[
Ap,1 Ap,2

] [hm,1

hm,2

]
sm,p +Apnm,p

= Ap,1hm,1sm,p +Ap,2hm,2sm,p +Apnm,p,

(12)

where Ap,j ,hm,j denote the combing matrix of the p-th
time slot and the sub-channel corresponding to the j-th sub-
array, respectively. The total received signal is composed of
three parts: the received signal from the first sub-array, the
received signal from the second sub-array and the effective
noise. Though the received signal from the two sub-arrays
cannot be extracted in only one time slot, the combining matrix
corresponding to each sub-array can be easily decoupled. To
divide the above two received signals, two time slots, i.e., the
p-th and (p+ 1)-th time slots are needed. Traditional channel
estimation schemes generate the combining matrix in a total
random way, making Ap,j and Ap+1,j independent of each
other, so the two parts of received signal cannot be divided.

Instead of a totally random design, we design the combining
matrix in every two adjacent time slots based on the GTBC,
where the combining matrix of the antennas in one group is
changed as a whole. Specifically, Ap+1,j is generated based
on Ap,j . In the above case, let Ap+1,1 = Ap,1,Ap+1,2 =
−Ap,2, sm,p+1 = sm,p, and ym,p+1 is represented as

ym,p+1 =
[
Ap+1,1 Ap+1,2

] [hm,1

hm,2

]
sm,p +Ap+1nm,p+1

=
[
Ap,1 −Ap,2

] [hm,1

hm,2

]
sm,p +Ap+1nm,p+1

= Ap,1hm,1sm,p −Ap,2hm,2sm,p +Ap+1nm,p+1.
(13)

For a more general scenario, where the XL-MIMO is

divided into Ns sub-arrays, how to design the GTBC to
generate the combining matrices in every Ns adjacent time
slots is the main challenge. In the above case, the operation
in a certain group can be abstracted as[

Ap

Ap+1

]
=

[
Ap,1 Ap,2

Ap,1 Ap,2

]
⊙
[
1 1
1 −1

]
︸ ︷︷ ︸

P

=

[
Ap,1 Ap,2

Ap,1 −Ap,2

]
,

(14)
where the matrix P is called the GTBC matrix in this paper,
based on which the combining matrices in every Ns adjacent
time slots can be generated by a random basic combining
matrix. Then, the design of the GTBC in every Ns adjacent
time slots is converted to the design of GTBC matrix P.
While designing P, the following factors are considered. 1)
P ∈ CNs×Ns to provide enough rank to extract the received
signals corresponding to all Ns sub-arrays. 2) Each column
of P is orthogonal to each other to eliminate the noise. 3)
The phase of elements in P and P−1 need to be as coarse
as possible considering the non-ideal phase shift of the phase
shifters at the BS.

Fortunately, Hadamard matrix provides a proper solution to
all the above problems. We denote n-order Hadamard matrix
as Λn. Hadamard matrix is composed of 1 and −1, and
1√
n
Λn is an orthogonal matrix, which satisfies the above three

factors simultaneously. In the above case where the XL-MIMO

is divided into two sub-arrays, P = Λ2 =

[
1 1
1 −1

]
. The

Hadamard matrix with order 2k can be recursively obtained
as

Λ2k =

[
Λ2k−1 Λ2k−1

Λ2k−1 −Λ2k−1

]
. (15)

Considering an XL-MIMO system, where the BS is divided
into Ns sub-arrays, the adjacent Ns time slots share a common
basic combining matrix. We assume that Ns = 2k. To match
the dimension of the BS antenna number, the ΛNs needs to be
processed as (16), where 11×N/Ns

denotes the all-one matrix
with dimension 1×N/Ns.

Taking consecutive Ns time slots from the p-th time slot as
an example, the combining matrix can be generated based on
Ap and the GTBC matrix by

Ap

Ap+1

...
Ap+Ns−1

 =


Ap,1 Ap,2 · · · Ap,Ns

Ap,1 Ap,2 · · · Ap,Ns

...
...

. . .
...

Ap,1 Ap,2 · · · Ap,Ns

⊙ Λ̃Ns
, (17)

where Ap,j denotes the ((j − 1)N/Ns + 1)-th column to
the (jN/Ns)-th column of Ap. With the help of Hadamard
matrix, the combining matrix can be generated based on the
GTBC, which is the foundation to extract the received signals

Λ̃Ns
=


11×N/Ns

×ΛNs [1, 1] 11×N/Ns
×ΛNs

[1, 2] · · · 11×N/Ns
×ΛNs

[1, Ns]
11×N/Ns

×ΛNs
[2, 1] 11×N/Ns

×ΛNs
[2, 2] · · · 11×N/Ns

×ΛNs
[2, Ns]

...
...

. . .
...

11×N/Ns
×ΛNs [Ns, 1] 11×N/Ns

×ΛNs [Ns, 2] · · · 11×N/Ns
×ΛNs [Ns, Ns]

 (16)
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Data
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P Time slots

Time slots
SN

Fig. 3. The frame structure for proposed signal extraction scheme

corresponding to each sub-array.
To employ the above combining matrix design in the com-

munication systems, the channel estimation procedure should
be divided according to the number of sub-arrays. As illus-
trated in Fig. 3, P pilot transmission time slots are divided into
P
Ns

sub-frames, each having Ns time slots. P
Ns

basic combin-
ing matrices are firstly generated randomly and independently,
which are denoted as A(i−1)Ns+1, i = 1, 2, ..., P/Ns. Then,
for each sub-frame, the P combining matrices are generated
by (17) for pilot transmission.

B. Decoding Stage

After receiving the combined received signal, the received
signal corresponding to each sub-array is extracted at the
decoding stage based on the GTBC. Starting from the simple
case where the XL-MIMO is divided into two sub-arrays, by
combining (12) and (13), we get

ỹm,p,1 =
ym,p + ym,p+1

2
= Ap,1hm,1sm,p + ñm,p,1

ỹm,p,2 =
ym,p − ym,p+1

2
= Ap,2hm,2sm,p + ñm,p,2

,

(18)
where ñm,p,1 =

Apnm,p+Ap+1nm,p+1

2 , and ñm,p,2 =
Apnm,p−Ap+1nm,p+1

2 . The received signals corresponding to
each sub-array are properly extracted by a simple linear
combination at the BS.

The above process can be abstracted as[
ỹm,p,1

ỹm,p,2

]
=

[
1
2

1
2

1
2 − 1

2

]
︸ ︷︷ ︸

P−1

[
ym,p

ym,p+1

]
. (19)

For a more general case, after the pilot transmission stage, the
BS receives P signals, denoted as ym,j , j = 1, 2, ..., P . For
the i-th pilot transmission sub-frame, the extracted signals of
each sub-array can be formulated as

ỹm,i,1

ỹm,i,2

...
ỹm,i,Ns

 =
1

Ns
ΛNs︸ ︷︷ ︸

P−1


ym,(i−1)Ns+1

ym,(i−1)Ns+2

...
ym,iNs

 . (20)

Combining all pilot transmission sub-frames, the received
signal corresponding to the k-th sub-array can be denoted as
ỹm,k =

[
ỹm,1,k, ỹm,2,k, ..., ỹm,P/Ns,k

]
, k = 1, 2, ..., Ns. The

corresponding observation matrix can be represented as

Asub,k =


A1,k

ANs+1,k

...
AP−Ns+1,k

 . (21)

Then, the received signal corresponding to the k-th sub-array
can be represented as

ỹm,k = Asub,khm,k + ñm,k, (22)

and the received pilots corresponding to each sub-array are
extracted. The basic idea of the proposed GTBC based signal
extraction scheme is similar to the Alamouti Code, which
can extract the data from different data streams in one an-
tenna [40]. However, the scheme proposed in [40] require the
complete CSI to operate normally, while the proposed scheme
can perform well without the CSI and help us recognize the
spatial non-stationarity in XL-MIMO systems. In addition, the
schemes studied in [40] are hard to extend to systems with a
large number of antennas or systems with different number
of data streams, while our proposed scheme can work well
in XL-MIMO systems and the number of sub-arrays can be
adjusted flexibly.

Though the proposed scheme can apply to different Ns, it
is helpful to determine the appropriate Ns for a better system
performance. When the antenna array is divided into Ns sub-
arrays, the effective pilot length decreases and becomes P/Ns.
When Ns is large, the proposed scheme has a better ability
to recognize the spatial non-stationary effect in the system,
but accordingly, the channel estimation accuracy of each sub-
array may decrease if Ns is set too large. On the other hand,
when Ns is small, the spatial non-stationary effect may not
be recognized properly. Therefore, for a given system, the Ns

should be neither too small nor too large, and the proper Ns

should be determined based on the system parameters, which
is discussed in Section V.

IV. PROPOSED NON-STATIONARY CHANNEL ESTIMATION
SCHEMES

By applying the above GTBC based signal extraction
scheme, an on-grid channel estimation algorithm called
GTBC-based polar-domain simultaneous orthogonal matching
pursuit (GP-SOMP) and an off-grid channel estimation algo-
rithm called GTBC-based polar-domain simultaneous iterative
gridless weighted (GP-SIGW) are proposed in this section to
effectively recover the non-stationary XL-MIMO channel. In
addition, the complexities and performances of the proposed
algorithms are analyzed.

A. On-Grid Non-Stationary Channel Estimation

As mentioned in Section II, uplink channel estimation is
carried out independently for each user since orthogonal pilot
sequences are utilized. For a certain user, the received pilot at
the m-th subcarrier corresponding to the k-th sub-array can
be represented as

ỹm,k = Asub,kWNs
hP
m,k + ñm,k = Ψkh

P
m,k + ñm,k, (23)
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where Ψk = Asub,kWNs
and WNs

is the polar-domain
codebook in [17].

During the combining and signal extraction process, the
noise ñm,k is colored noise. Specifically, the noise correspond-
ing to the i-th pilot transmission group can be represented as

ñm,i,k =
1

Ns
ΛNs [k, :]


A(i−1)Ns+1nm,(i−1)Ns+1

A(i−1)Ns+2nm,(i−1)Ns+2

...
AiNs

nm,iNs

 . (24)

Then, the covariance matrix of the combined noise is repre-
sented as

C = E
(
ñm,kñ

H
m,k

)
= blkdiag

(
σ2Γ1, σ

2Γ2, ..., σ
2ΓP/Ns

)
,

(25)
where Γi =

∑Ns
j=1 A(i−1)Ns+jA

H
(i−1)Ns+j

N2
s

. The covariance ma-
trix in (25) can be decomposed as C = σ2DDH by Cholesky
factorization. The received signal is then whitened as

ȳm,k = D−1ỹm,k = Ψ̄kh
P
m,k + n̄m,k, (26)

where Ψ̄k = D−1Ψk and n̄m,k = D−1ñm,k. Thus, the
covariance matrix of n̄m,k is C̄ = D−1CD−H = σ2IP/Ns

and the noise is properly whitened for further process.
In the considered scenario, the bandwidth is small compared

to the central frequency. In this case, all subcarriers share
the same sparse channel support thanks to the same steering
vectors [11]. By estimating all subcarriers simultaneously, the
channel estimation accuracy can be improved. Combining all
subcarriers in (26), we get

Ȳk = D−1Ỹk = Ψ̄kH
P
k + N̄k, (27)

where Ȳk = [ȳ1,k, ȳ2,k, ..., ȳM,k], Ỹk =

[ỹ1,k, ỹ2,k, ..., ỹM,k], HP
k =

[
hP
1,k,h

P
2,k, ...,h

P
M,k

]
, and

N̄k = [n̄1,k, n̄2,k, ..., n̄M,k]. The Ȳk and Ψ̄k are utilized at
the BS to estimate the channel [17]. After recovering the
sub-channel with respect to each sub-array, a combining
operation of the matrices can recover the entire channel
matrix. The proposed GP-SOMP algorithm is summarized in
Algorithm 1.

Specifically, in steps 1-4, the received signals with respect
to each sub-array are extracted by the scheme in Section III.
Then, in steps 5-7, the polar-domain codebook and the pre-
whitening matrix are calculated for the following procedure.
Next in steps 8-20, the sub-channels corresponding to each
sub-array are estimated respectively and then combined to
recover the entire channel. In steps 9-11, initialization is
carried out and the received signals are pre-whitened. Then, the
estimation is carried out for each path. The correlation matrix
Φ is firstly calculated in step 13. Then, the common support ϱ∗

is determined as ϱ∗ = argmaxϱ
∑M

m=1 |Φ (ϱ,m)|2 in step 14.
The support set is then updated in step 15, and in step 16, the
path gain of the l-th path component is acquired by orthogonal
least square. After this, the residual is then updated. Repeating
steps 13-17 L̂ times, all path components in the system can be
detected. In practical systems, the estimation of path number L̂
can be obtained according to the statistical CSI during a long
period of time. Then, the sub-channel corresponding to the k-

Algorithm 1 The Proposed GP-SOMP Algorithm
Input: Received signal Y; combining matrix A; path number

L̂; sub-array number Ns; pilot number P
Output: The estimation of the non-stationary channel Ĥ

1: for i = 1 to P/Ns do
2: Extract the received signals corresponding to each sub-

array at the i-th pilot transmission group by (20)
3: end for
4: Combine the results in step 2 to get the received signals

corresponding to each sub-array Ỹk

5: Construct the polar-domain codebook WNs
by Algorithm

1 in [17]
6: Convariance matrix C = blkdiag

(
Γ1,Γ2, ...,ΓP/Ns

)
7: Calculating the pre-whitening matrix D by Cholesky

factorization C = DDH

8: for k = 1 to Ns do
9: Extract the combining matrix corresponding to the k-th

sub-array Asub,k by (21)
10: Pre-whitening: Ȳk = D−1Ỹk, Ψ̄k = D−1Asub,kWNs

11: Initialization: residual R = Ȳk, support set Ξ = {∅}
12: for l = 1 to L̂ do
13: Correlation matrix: Φ = Ψ̄H

k R

14: New support: ϱ∗ = argmaxϱ
∑M

m=1 |Φ (ϱ,m)|2
15: Update support set: Ξ = Ξ ∪ ϱ∗

16: Update sub-channel: ĤP
k [ϱ, :] = Ψ̄†

k [:, ϱ] Ȳk

17: Update residual: R = R− Ψ̄k [:, ϱ] Ĥ
P
k [ϱ, :]

18: end for
19: Ĥk = WNs

[:, ϱ] ĤP
k [ϱ, :]

20: end for
21: Ĥ =

[
ĤT

1 , Ĥ
T
2 , ..., Ĥ

T
Ns

]T

th sub-array is recovered as Ĥk = WNs [:, ϱ] Ĥ
P
k [ϱ, :] in step

19. After the sub-channels corresponding to all sub-arrays are
estimated, the entire estimated channel are recovered in step
21 by combining all the sub-channels.

The proposed GP-SOMP is capable of distinguishing the
received signals corresponding to different sub-arrays. Thus,
the mismatch of the steering vectors brought by the spatial
non-stationary effect can be properly settled. Moreover, since
the number of sub-arrays can be flexibly adjusted, the proposed
GP-SOMP algorithm also works well in the spatial stationary
scenario3.

However, the accuracy of the above algorithm is limited
for two reasons. On one hand, the on-grid assumption limits
the resolution of the proposed GP-SOMP algorithm. On the
other hand, since the number of antennas in each sub-array is
Ns times smaller than that in the entire array, the sampled
number correspondingly decreases, which further decreases
the accuracy. Therefore, in the next subsection, we proposed
an off-grid GP-SIGW algorithm to further improve the channel
estimation accuracy.

3The idea of combining different sub-arrays for analysis may increase the
channel estimation accuracy [27]. However, in the near field, whether the
supports belong to the same scatterer/user is hard to confirm, so such idea is
not practical in the considered scenarios.
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B. Off-Grid Non-Stationary Channel Estimation

To reduce the channel estimation error caused by the on-grid
sampling, we propose an off-grid GP-SIGW algorithm. In this
algorithm, the angles and distances of the paths corresponding
to each sub-array are updated according to the maximum
likelihood principle, and the path gains are obtained by the
least square principle. The proposed GP-SIGW algorithm is
illustrated in Algorithm 2.

Algorithm 2 The Proposed GP-SIGW Algorithm
Input: Received signal Y; combining matrix A; path number

L̂; sub-array number Ns; pilot number P ; maximum
iteration number Niter

Output: The estimation of the non-stationary channel Ĥ
1: for i = 1 to P/Ns do
2: Extract the received signals corresponding to each sub-

array at the i-th pilot transmission group by (20)
3: end for
4: Combine the results in step 2 to get the received signals

corresponding to each sub-array Ỹk

5: for k = 1 to Ns do
6: Initialize the distances r̂0k =

[
r̂0k,1, r̂

0
k,2, ..., r̂

0
k,L̂

]
and

the angles θ̂0k =
[
θ̂0k,1, θ̂

0
k,2, ..., θ̂

0
k,L̂

]
by Algorithm 1.

7: for n = 1 to Niter do
8: Choose the line search step l1 by Goldstein condition

9: Update the distances by 1
r̂nk

= 1
r̂n−1
k

−

l1∇ 1
r̂k

L
(
r̂k, θ̂

n−1
k

)∣∣∣
r̂k=r̂n−1

k

in (33)

10: Choose the line search step l2 by Goldstein condition

11: Update the angles by θ̂nk = θ̂n−1
k −

l2∇θ̂k
L
(
r̂nk , θ̂k

)∣∣∣
θ̂k=θ̂n−1

k

in (34)

12: Update the path gains by Ĝopt
k = Ψ̂†

k

(
r̂nk , θ̂

n
k

)
Ȳk

in (30)
13: end for
14: Ĥk =

[
b
(
θ̂Niter

1,k , r̂Niter

1,k

)
, ...,b

(
θ̂Niter

L̂,k
, r̂Niter

L̂,k

)]
15: end for
16: Ĥ =

[
ĤT

1 , Ĥ
T
2 , ..., Ĥ

T
Ns

]T

Specifically, the proposed GP-SIGW algorithm is still car-
ried out for each sub-array and then combined to recover the
entire channel. In steps 1-4, the received signals with respect
to each sub-array are firstly extracted. Then, in steps 5-15, the
sub-channels with respect to each sub-array are refined based
on Algorithm 1. In step 6, the initial results of the distances,
angles and complex path gains are obtained as a start point of
the iteration. Then, the target of the iteration can be formulated
as

min
r̂k,θ̂k,Ĝk

∥∥∥Ŷk − Ψ̂k

(
r̂k, θ̂k

)
Ĝk

∥∥∥2
F
, (28)

where Ψ̂k

(
r̂k, θ̂k

)
can be represented as Ψ̂k

(
r̂k, θ̂k

)
=

D−1Asub,kŴ
(
θ̂k, r̂k

)
, with Ŵ

(
θ̂k, r̂k

)
being

Ŵ
(
θ̂k, r̂k

)
=
[
b
(
θ̂1,k, r̂1,k

)
, ...,b

(
θ̂L̂,k, r̂L̂,k

)]
. (29)

Due to the non-convex property of (28), the alternating mini-
mization scheme is utilized. For fixed r̂k and θ̂k, the optimal
solution for Ĝk can be directly derived as

Ĝopt
k = Ψ̂†

k

(
r̂k, θ̂k

)
Ȳk. (30)

Then, denoting Ψ̂k

(
r̂k, θ̂k

)
Ψ̂†

k

(
r̂k, θ̂k

)
as T

(
r̂k, θ̂k

)
, (28)

can be written as∥∥∥Ȳk −T
(
r̂k, θ̂k

)
Ȳk

∥∥∥2
F

=Tr

{
ȲH

k

(
I−T

(
r̂k, θ̂k

))H (
I−T

(
r̂k, θ̂k

))
Ȳk

}
=Tr

{
ȲH

k Ȳk − ȲH
k T

(
r̂k, θ̂k

)
Ȳk

}
.

(31)
Therefore, the new optimization problem can be represented
as

max
r̂k,θ̂k

L
(
r̂k, θ̂k

)
= Tr

{
ȲH

k T
(
r̂k, θ̂k

)
Ȳk

}
. (32)

L
(
r̂k, θ̂k

)
can be optimized by an iterative gradient descent

approach. For the distance, since 1
r is uniformly sampled when

generating WNs , the gradient descent approach expressed in
the inverse-distance domain, i.e., 1

r̂k
=
[

1
r̂k,1

, 1
r̂k,2

, ..., 1
r̂k,L̂

]
.

In the n-th iteration, the inverse of the distances are updated
as

1

r̂nk
=

1

r̂n−1
k

− l1G 1
r̂k

, (33)

where l1 denotes the step length for updating the inverse of
distances and G 1

r̂k

denotes the gradient satisfying G 1
r̂k

=

∇ 1
r̂k

L
(
r̂k, θ̂

n−1
k

)∣∣∣
r̂k=r̂n−1

k

. Similarly, the angles can be up-

dated as
θ̂nk = θ̂n−1

k − l2Gθ̂k
, (34)

where l2 denotes the step length for updating the an-
gles and Gθ̂k

denotes the gradient satisfying Gθ̂k
=

∇θ̂k
L
(
r̂nk , θ̂k

)∣∣∣
θ̂k=θ̂n−1

k

. the step lengths are decided by

Goldstein backtracking line search, which guarantees fast con-
vergence as well as the increment during every iteration at the
same time. The gradient of the objective function L

(
r̂k, θ̂k

)
is derived in [17]. Based on the above derivation, the pa-
rameters in (28) are updated in steps 8-12. The sub-channel
corresponding to the k-th sub-array is thus concatenated based
on the refined parameters after Niter rounds of iterations in
step 14. Finally, the entire refined channel are recoverd in
step 16 by combining all the sub-channels. In section V, the
performances of the proposed GP-SOMP algorithm and GP-
SIGW algorithm are evaluated the demonstrate the efficiency
of proposed algorithms.

C. Complexity and Performance Analysis
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TABLE I
COMPLEXITY COMPARISON

Scheme Complexity O (·)
GP-SOMP O(L̂PNRFNSM/Ns)

P-SOMP O(L̂PNRFNSM)

GP-SIGW O(L̂PNRFNSM/Ns)+
O(Niter(P

2N2
RFM/Ns + PNRFM

2))

P-SIGW O(L̂PNRFNSM)+
O(Niter(P

2N2
RFM + PNRFM

2))

1) Complexity Analysis: For the proposed GP-SOMP algo-
rithm in Algorithm 1, the SOMP procedure is the dominant
factor of the overall complexity. For a certain path correspond-
ing to a sub-array, the dimensions of Ψ̄k, R and Ȳk are
PNRF/Ns × SN/Ns, PNRF/Ns ×M and PNRF/Ns ×M ,
respectively. Therefore, the computation complexities of step
13, 14, 16, 17 are O(PNRFNSM/N2

s ), O(NSM/N2
s ),

O(L̂2PNRF/Ns + L̂PNRFM/Ns), and O(L̂PNRFM/Ns),
respectively. Due to the sparse nature of high-frequency com-
munication systems, L̂ is generally small, so the complexity of
SOMP procedure can be formulated by O(PNRFNSM/N2

s ).
Then, the overall computational complexity of the iteration
part is O(L̂PNRFNSM/Ns). As compared in Table I, the
computational complexity of the proposed GP-SOMP is Ns

times smaller than that of the spatial stationary near-field
scheme P-SOMP [17]. This is because the antenna number
and pilot number for each sub-array are all Ns times smaller
than the entire antenna array.

For the proposed GP-SIGW algorithm in Algorithm 2,
the computational complexity contains two parts, the first
parts is the initialization stage, which has the same
computational complexity as GP-SOMP algorithm, i.e.,
O(L̂PNRFNSM/Ns). In the refinement stage, the com-
plexity is mainly determined by updating r̂k, θ̂k, and Ĝk.
As for updating r̂k and θ̂k, the computational complexities
are O(P 2N2

RFM/N2
s + PNRFM

2/Ns), O(L̂2PNRF/Ns +
L̂P 2N2

RF/N
2
s ), O(L̂3+ L̂2PNRF/Ns), and O(PNRFN/Ns).

As for updating Ĝk, the computational complexity of (30)
is O(L̂2PNRF/Ns + L̂PNRFM/Ns). Since L̂ is small,
the complexity of the updating the parameters is deter-
mined by O(P 2N2

RFM/N2
s + PNRFM

2/Ns). After the it-
erations, the complexity of refinement for all sub-arrays is
O(Niter(P

2N2
RFM/Ns + PNRFM

2)). Therefore, the com-
plexity is O(L̂PNRFNSM/Ns + Niter(P

2N2
RFM/Ns +

PNRFM
2)). From Table I, the complexity of the proposed

GP-SIGW algorithm is slightly smaller than that of the spatial
stationary near-field scheme P-SIGW [17]. This is because the
antenna number for each sub-array is Ns times smaller than
the entire antenna number, which reduce a the computational
complexity to a large extent when calculating the inverse of
the matrices.

2) Performance Analysis: For the proposed GP-SOMP al-
gorithm, we prove that the physical distances and angles can
be accurately recovered with a guaranteed probability. Since
the procedure of channel estimation is totally the same for
different sub-arrays, the following analysis is based on only

one sub-array and the subscript k is omitted. Thus (26) can
be reformulated as

y = ΨhP + n, (35)

where the polar-domain channel has the known sparsity∥∥hP
∥∥
0
= L, and n ∼ N

(
0, σ2I

)
is the random noise vector.

We denote Ξ as the support set of hP of size L. Then, the
SOMP algorithm can detect the entire support set if and only
if

min
j∈Ξ

∣∣ψH
j y
∣∣ > max

j /∈Ξ

∣∣ψH
j y
∣∣ , (36)

with ψj being the j-th column of Ψ [41]. To analyze the
bound of the above equation, we consider a special event E
where the random noise is bounded by a constant τ , which
can be defined as

E =

{
max
1≤i≤s

∣∣ψH
i n
∣∣ < τ

}
, (37)

with s being the size of the polar-domain transform matrix
WNs

. We denote µ as

µ
∆
= max

i̸=j

∣∣ψH
i ψj

∣∣ . (38)

Then, under the event E ,

min
j∈Ξ

∣∣ψH
j y
∣∣ = min

j∈Ξ

∣∣∣∣∣∣hj +ψ
H
j n+

∑
i∈Ξ\{j}

hiψ
H
j ψi

∣∣∣∣∣∣
> |hmin| − τ − (L− 1)µ |hmax| ,

(39)

where hi denotes the i-th element in hP , |hmin| =
mini∈Ξ |hi|, and |hmax| = maxi∈Ξ |hi|, respectively. Simi-
larly,

max
j /∈Ξ

∣∣ψH
j y
∣∣ = max

j /∈Ξ

∣∣∣∣∣ψH
j n+

∑
i∈Ξ

hiψ
H
j ψi

∣∣∣∣∣
≤ max

j /∈Ξ

∣∣ψH
j n
∣∣+max

j /∈Ξ

∑
i∈Ξ

∣∣hiψ
H
j ψi

∣∣
< τ + Lµ |hmax| .

(40)

Substituting (39), (40) into (36), the condition can be repre-
sented as

|hmin| − (2L− 1)µ |hmax| ≥ 2τ. (41)

As for event E , the probability can be represented as

Pr {E} = Pr

{
max
1≤i≤s

∣∣ψH
i n
∣∣ < τ

}
≥

s∏
i=1

Pr
{∣∣ψH

i n
∣∣ ≤ τ

}
(42)

For the i-th column in Ψ, each random variable ψH
i n satisfies

N
(
0, σ2

)
, so the probability is

Pr
{∣∣ψH

i n
∣∣ ≤ τ

}
= 1− 2Q

( τ
σ

)
, (43)

with Q (x) = (1/
√
2π)

∫∞
x

e−z2/2dz being the Gaussian tail
probability, which has the bound

Q (x) ≤ 1

x
√
2π

e−x2/2. (44)
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Then, the probability for each random variable becomes

Pr
{∣∣ψH

i n
∣∣ ≤ τ

}
≥ 1−

√
2

π

σ

τ
e−τ2/2σ2

, (45)

so, the probability of event E can be represented as

Pr {E} ≥

(
1−

√
2

π

σ

τ
e−τ2/2σ2

)s

. (46)

Then, for all Ns sub-arrays, the probability of recovering all
the paths can be represented as

Pr {E} ≥

(
1−

√
2

π

σ

τ
e−τ2/2σ2

)sNs

. (47)

Thus, the performance of the proposed GP-SOMP algorithm
can be stated as follows. For a certain sub-array, we assume the
physical distances and angles correponding to all paths locate
on the polar-domain samples. When (41) holds, the proposed
GP-SOMP algorithm can accurately estimate all the paths with
a probability exceeding (47).

For the proposed GP-SIGW algorithm, the performance is
mainly determined by the convergence. The objective function∥∥∥Ŷk − Ψ̂k

(
r̂k, θ̂k

)
Ĝk

∥∥∥2
F

is positive, and thus has a lower
bound related to the pilot length and the noise. In each iter-
ation, since Goldstein condition is considered when selecting
the step length, the objective function will not increase and the
step length will not be too small. In addition, the Ĝopt

k is the
optimal solution in each iteration. Therefore, the alternating
minimization scheme in the proposed GP-SIGW algorithm
will converge. The convergence is verified in Section V.

D. Cramér-Rao Lower Bound

As a theorerical bound of MSE, Cramér-Rao Lower Bound
(CRLB) can assess the effectiveness of the proposed channel
estimation algorithms. We first derive the CRLB of estimating
the sub-channel of the k-th sub-array at the m-th subcarrier.
For brevity, the channel estimation problem can be reformu-
lated as

ym,k = Akhm,k + nm,k, (48)

where ym,k ∈ C
NRFP

Ns
×1 denotes the whitened received

signals, Ak ∈ C
NRFP

Ns
× N

Ns denotes the combining matrices
corresponding to the k-th sub-array, hm,k ∈ C

N
Ns

×1 denotes
the sub-channel corresponding to the k-th sub-array, and
nm,k ∈ C

NRFP

Ns
×1 denotes the whitened noise. During the

signal extraction process, the noise power becomes 1
Ns

of
the original noise. Since the noise of the entire system fol-
lows the distribution CN (0, σ2IN ), so the noise here follows
nm,k ∼ CN (0, σ2

Ns
INRFP

Ns

). In our proposed algorithms, the
elements in the combining matrix Ak are all real, while the
elements in ym,k, hm,k, and nm,k are all complex, so (48)
can be split into two parts: the real part and the imaginary
part, which can be represented as

yR
m,k = Akh

R
m,k + nR

m,k,

yI
m,k = Akh

I
m,k + nI

m,k,
(49)

where yR
m,k = Re {ym,k}, yI

m,k = Im {ym,k}, hR
m,k =

Re {hm,k}, hI
m,k = Im {hm,k}, nR

m,k = Re {nm,k}, nI
m,k =

Im {nm,k}. The result of the estimated channel are denoted as
ĥm,k = ĥR

m,k + ĥI
m,k, so the CRLB of the unbiased estimator

ĥm,k can be formulated as

CRLBm,k = E
{∥∥∥ĥm,k − hm,k

∥∥∥2}
= CRLBR

m,k +CRLBI
m,k

= E
{∥∥∥ĥR

m,k − hR
m,k

∥∥∥2}+ E
{∥∥∥ĥI

m,k − hI
m,k

∥∥∥2} .

(50)
We first consider the real part of (50). The conditional prob-
ability density function of yR

m,k with the given hR
m,k can be

derived as

pyR
m,k|h

R
m,k

(
yR
m,k;h

R
m,k

)
=

1(
2π σ2

Ns

)NRFP

2Ns

exp

{
− Ns

2σ2

∥∥yR
m,k −Akh

R
m,k

∥∥2} . (51)

Then, the Fisher information matrix of the real part can be
derived as

[JR]ι,ℓ

≜ −E

pyR
m,k|h

R
m,k

(
yR
m,k;h

R
m,k

)
∂hR

m,k,ι∂h
R
m,k,ℓ

 =
Ns

σ2

[
AH

k Ak

]
ι,ℓ

,

(52)
with ∂hR

m,k,ι, ∂h
R
m,k,ℓ being the ι-th and the ℓ-th element in

hR
m,k. Thus, the CRLB of the real part is

CRLBR
m,k = E

{∥∥∥ĥR
m,k − hR

m,k

∥∥∥2}
≥ Tr

{
J−1
R
}
=

σ2

Ns
Tr
{(

AH
k Ak

)−1
}
.

(53)

Since Tr
{(

AH
k Ak

)−1
}

satisfies

Tr
{(

AH
k Ak

)−1
}
=

N/Ns∑
i=1

λ−1
i


(a)

≥ N

Ns

 N

Ns
/

N/Ns∑
i=1

λi

 =
N2

N2
sTr

{
AH

k Ak

} ,
(54)

where {λi}N/Ns

i=1 denotes the eigenvalues of AH
k Ak. For (a),

the equality holds when λ1 = λ2 = · · · = λN/Ns
, i.e., the

columns of Ak are orthogonal. In this case, AH
k Ak has iden-

tical diagonals equal to NRFP

Ns
and Tr

{
AH

k Ak

}
= NRFPN

N2
s

.
The CRLB of the real part can be finally obtained as

CRLBR
m,k = σ2 N

NsNRFP
. (55)

Since the imaginary part has the same form as the real part,
the overall CRLB of the k-th sub-array at the m-th subcarrier
is

CRLBm,k = CRLBR
m,k +CRLBI

m,k = 2σ2 N

NsNRFP
. (56)
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TABLE II
SIMULATION PARAMETERS

BS antenna number N 512
Subcarrier number M 256

User number K 4
RF chain number NRF 4

Central carrier frequency fc 100 GHz
Bandwidth B 100 MHz

The distribution of θ U
(
−

√
3
2 ,

√
3
2

)
Path number L for each user 3
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Simulation results

Fig. 4. The probability of recovering all paths by the proposed GP-SOMP
scheme.

For the entire antenna array, the CRLB at the m-th subcarrier
can then be derived as

CRLB =

M∑
m=1

Ns∑
k=1

CRLBm,k = 2σ2 NM

NRFP
. (57)

With the CRLB, the performance of the proposed algorithms
can be evaluated more comprehensively, which is elaborated
in Section V.

V. SIMULATION RESULTS

In this section, numerical simulations are carried out to eval-
uate the performance of the proposed non-stationary channel
estimation schemes. We utilize the normalized mean square
error (NMSE) to evaluate the performance. Specifically, the

NMSE is defined as NMSE = E
(
∥H−Ĥ∥2

2

∥H∥2
2

)
is utilized to

evaluate the performance. In the simulation, we consider a
multi-user XL-MIMO OFDM system, and the system param-
eters for simulations are elaborated in Table II. For each path,
the VR is chosen randomly from all sub-arrays.

Fig. 4 provides the verification of the lower bound of the
probability of recovering all paths by the proposed GP-SOMP
algorithm. For the first path, the sine of the physical angle
θ1 = −0.8652, the distance r1 = 17.16 m, and the first path
is visible to the first and the second sub-arrays. For the second
path, the sine of the physical angle θ2 = −0.5, the distance
r2 = 7.31 m, and the second path is visible to the third sub-

5 10 15 20 25 30

Iteration

0.05

0.1

0.15

0.2

0.25

0.3

0.35

L
o
s
s
 f
u
n
c
ti
o
n

P=16, SNR=6 dB

P=16, SNR=9 dB

P=32, SNR=6 dB

P=32, SNR=9 dB

Fig. 5. Objective function with respect to the number of iterations.

array. For the third path, the sine of the physical angle θ3 =
0.7031, the distance r3 = 11.51 m, and the third path is visible
to the third and the fourth sub-arrays. It is illustrated that the
trends of the probability of recovering all paths correctly are
consistent with the lower bound of Eq. (47). When the SNR
is high, the lower bound in Eq. (47) is tight.

In Fig. 5, in order to verify the convergence of the proposed
GP-SIGW algorithm, we test the objective function with
respect to the number of iterations under different system
configurations. It is demonstrated that under different system
parameters, the objective functions all decrease monotonically
over iteration, which verifies the convergence analysis in
Section IV. In addition, Fig. 5 helps us determine how many
iterations are needed to achieve accurate channel estimation.
In our simulation, the iteration number is set to 20.

Fig. 6 demonstrates the NMSE performance against the pilot
length P . The NMSE performance of the proposed on-grid
GP-SOMP algorithm and the off-grid GP-SIGW algorithm
are compared with that of the existing schemes, including
the on-grid SWOMP algorithm for far-field in [9], the off-
grid SS-SIGW-OLS algorithm for far-field in [15], the on-
grid P-SOMP algorithm for near-field and the off-grid P-
SIGW algorithm for near-field in [17], and the least square
algorithm. In addition, the SWOMP algorithm and the SS-
SIGW-OLS algorithm are combine with the proposed GTBC
based signal extraction scheme for comparison, which are
named as G-SWOMP algorithm and G-SS-SIGW-OLS algo-
rithm. The CRLB derived above is also provided to verify
the effectiveness of the proposed algorithms. The SNR of the
system is set as 10 dB. The number of sub-arrays Ns is set
as 4. In Fig. 6(a), the distances between the users/scatterers
and the BS satisfy U (5m, 10m). In Fig. 6(b), the distances be-
tween the users/scatterers and the BS satisfy U (400m, 450m),
which is around the Rayleigh distance. The pilot length is
increasing from 16 to 64 4. Accordingly, the compressive
ratio PNRF

N increases from 1
8 to 1

2 . Fig. 6 reveals that the
NMSE performance of all the above schemes improves with

4Here, the pilot length seems large compared with the number of users. This
is because we consider the hybrid precoding structure, where the number of
radio frequency chains NRF is much smaller than that of antennas N .
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Fig. 6. The NMSE performance v.s. pilot length. The distances between the
BS and the users or the scatterers are randomly chosen from (a) U (5m, 10m),
(b) U (400m, 450m).

the increment of the pilot length. In Fig. 6(a), users are
located in the near-field, the proposed GP-SOMP algorithm
and GP-SIGW algorithm outperform other algorithm assuming
spatial stationary. When the pilot length is 64, for example,
the gap between the proposed GP-SIGW algorithm and the
existing algorithms achieves nearly 15 dB, which indicates
that the proposed algorithm can capture the feature of the
spatial non-stationary and accurately recover the channel. The
G-SWOMP algorithm and the G-SS-SIGW-OLS algorithm
can obtain better performance compared to the stationary
algorithm, but since the near-field propagation is neglected,
the proposed algorithms also outperform them. In addition,
in Fig. 6(b), the users are located in the far-field, the NMSE
performances of the angular-domain algorithms and the polar-
domain algorithms are nearly the same. However, since they
have not considered the spatial non-stationary effect, the
four spatial non-stationary algorithms still outperform existing
algorithm. For both cases, due to the existence of spatial non-
stationary effect, even the simple LS scheme can outperform
all existing schemes. Fig. 6 demonstrates that the proposed
GP-SOMP and GP-SIGW algorithms can catch the spatial
non-stationary effect and accurately recover the non-stationary
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Fig. 7. The NMSE performance vs. the SNR. The distances between the BS
and the users or the scatters are randomly chosen from (a) U (5m, 10m), (b)
U (400m, 450m).

channel with a low pilot overhead for both the near-field and
far-field scenarios. Furthermore, the proposed algorithms can
approach the CRLB, which helps verify the effectiveness of
the proposd algorithm.

Then, Fig. 7 compares the NMSE performance against
SNR, where the pilot length is 64, and the compressive ratio
is PNRF

N = 1
2 . The number of sub-arrays Ns is set as 4.

In Fig. 7(a), the distance between the users/scatterers and
the BS satisfy U (5m, 10m), which is corresponding to the
near-field scenario. In Fig. 7(b), the distances between the
users/scatterers and the BS satisfy U (400m, 450m), which
is corresponding to the far-field scenario. It is shown in
Fig. 7(a) that the proposed algorithms outperform existing
spatial stationary algorithms at all considered SNR. For far-
field scenario in Fig. 7(b), the NMSE performances of the
angular domain-algorithms and the polar-domain algorithms
are nearly the same, and the NMSE performances of the G-
SWOMP algorithm and the G-SS-SIGW-OLS algorithm are
similar to the proposed algorithms since the users/scatterers
are in the far field. The spatial non-stationary algorithms still
outperform existing algorithms. For both cases, the proposed
algorithms can approach the CRLB, which reveals the effec-
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Fig. 8. The NMSE performance comparison among different sub-array
numbers against pilot length when the channel is (a) non-staionary, (b)
stationary.

tiveness of the proposd algorithm.
In addition, we evaluate the impact of the number of sub-

arrays to the NMSE performance, as illustrated in Fig. 8. The
SNR is set as 10 dB. The distances between the users/scatterers
and the BS satisfy U (5m, 400m). The pilot length is increas-
ing from 8 to 128. Accordingly, the compressive ratio PNRF

N
increases from 1

16 to 1. The number of sub-arrays Ns is
changed from 2 to 16. In Fig. 8(a), the minimum dimensional
of a spatial stationary sub-channel is set to N

16 = 32. When the
pilot length is sufficient, i.e., P = 128, the NMSE performance
of Ns = 16 is the best, because it can best capture the
features of spatial non-stationarity. However, when the pilot
length is not sufficient, i.e., P ≤ 40, the NMSE performance
of Ns = 16 is not the best. This is because the number of
effective pilots for each sub-array is inversely propotional to
Ns. When the pilot length is small, the effective pilots are
not sufficient. On the other hand, in Fig. 8(b) the channel
is set as spatial stationary. In this case, the larger Ns is,
the lower SNR each sub-array has. Accordingly, the channel
estimation accuracy decreases. Therefore, the number of sub-
arrays Ns should be neither too small nor too large. If it is too
small, the spatial non-stationary effect in the system cannot be
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Fig. 9. The NMSE performance v.s. pilot length with fc = 3 GHz.
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Fig. 10. The NMSE performance v.s. the SNR with fc = 3 GHz.

recognized properly, which leads to a poor channel estimation
accuracy. If it is too large, the effective pilot length is too
small. In addition, the SNR of each sub-array also decreases a
lot, which also leads to the decrease in the channel estimation
accuracy. In practical communication systems, the number of
sub-arrays should be selected based on the characteristic of
the channel, which can be obtained based on the statistical
CSI over a long period of time.

In order to assess the scalability of our proposed scheme,
we also compare the proposed scheme with existing schemes
with a sub-6 GHz setup. Specifically, we consider a system
with central frequency fc = 3 GHz, bandwidth B = 40
MHz, BS antenna number N = 512, subcarrier number
M = 256, user number K = 4, and RF chain number
NRF = 4. Due to the lower frequency, the path number L
is set to 10, greater than the path number under 100 GHz.
In the considered system, the antenna array size is about
25 m. In Fig. 9, the NMSE performance against the pilot
length P is illustrated. The SNR of the system is set as 10
dB. Since the number of paths is larger than that in systems
with a higher frequency, the necessary pilot length increases
accordingly, so the performance gap between the proposed
schemes and the CRLB is larger compared to the high-
frequency scenario. However, when the pilot length is larger
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than 32, the proposed GP-SIGW algorithm still outperforms
existing schemes. When the pilot length is larger than 40, the
proposed GP-SOMP algorithm outperforms existing schemes.
Thanks to the ability to recognize the spatial non-stationarity in
systems, the proposed schemes can still realize more accurate
channel estimation compared to existing schemes when the
pilot length is sufficient in sub-6 GHz systems.

Fig. 10 compares the NMSE performance against SNR. The
pilot length is set as 64, and the compressive ratio is 1

2 . Simi-
larly, the performance gap between the proposed schemes and
the CRLB is larger compared to the high-frequency scenario.
Nevertheless, it is illustrated that the proposed algorithms can
still outperform existing schemes in sub-6 GHz systems when
the SNR is larger than 3 dB, which verifies the scalability of
the proposed algorithms to sub-6 GHz systems.

In conclusion, the proposed algorithms can estimate the
non-stationary channel accurately in all considered scenarios
compared to existing algorithms. The reason for the gap
between the NMSE of proposed algorithms and CRLB is that
the number of antenna elements on each sub-array is small,
leading to a relatively coarse codebook. To further improve the
channel estimation accuracy, finer codebook can be designed
in future works.

VI. CONCLUSION

In this paper, we have investigated the spatial non-stationary
channel estimation problem in XL-MIMO systems with hybrid
precoding. The problem of estimating the channel of the entire
antenna array is firstly converted into several sub-problems of
estimating the sub-channels of each sub-array. Since the sub-
channels with respect to each sub-array can be regarded as
spatially stationary, traditional CS-based channel estimation
algorithms can be utilized to recover the sub-channels. In
order to decouple the received signal of each sub-array, a
GTBC based signal extraction scheme was proposed, which
artificially creates the relevance in the time domain to enable
recognition of the spatial non-stationarity in the space domain.
This scheme consists of the encoding stage and the decoding
stage. At the encoding stage, the combining matrix of a sub-
array was changed as a whole according to the designed
GTBC. At the decoding stage, the original received signal
was combined based on the GTBC to extract the received
signal for further process. Based on the above signal extraction
scheme, an on-grid algorithm called GP-SOMP and an off-
grid algorithm called GP-SIGW were proposed to estimate the
spatial non-stationary XL-MIMO channels. Analyses of the
complexity and performance of the proposed two algorithms
were also conducted and the CRLB is derived. Simulation
results revealed that the proposed algorithms can recognize
the spatially non-stationary effect and achieve much better
NMSE performance in both the far-field scenarios and the
near-field scenarios. For future works, the proposed schemes
can be extended to the reconfigurable intelligent surface (RIS)-
assisted communications.
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